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1. Introduction 
 

Defining the most efficient universities in Europe is certainly not an easy subject, due to the 

main dissimilarities observed along the regions. Some countries spend high amounts of public 

resources in tertiary education (such as the Scandinavian countries), and others much less 

(mainly countries of Continental Europe such as Italy, Spain, France). Some countries have a 

well-developed Higher Education (HE) system and high participation rates (such as Belgium,  
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  Abstract 
 

The evaluation of Higher Education represents a worldwide interesting 

topic of discussion. Many quantitative studies regard efficiency and in-

efficiency measures of universities’ performance in terms of traditional 

Data Envelopment Analysis (DEA) or of their variants: the efficiency of 

a specific university is given by a relation between supplied inputs such 

as costs, students and faculty, and produced outputs such as graduates 

and profit, while external influences are taken for granted. The purpose 

of this analysis is to measure the efficiency of public European Higher 

Education Institutions (HEIs) through non-parametric approaches and to 

consider the Conditional Frontier treatment of Daraio and Simar (2005) 

to test how the introduction of some potential exogenous efficiency de-

terminants might affect the university’s productivity, namely, the pro-

portion of women as faculty staff members, the Gross Domestic Product 

and the institution foundation year. We analyze a sample of 457 HEIs 

from 15 countries by measuring their performance during 2013. Our re-

sults suggest the proportion of women as a substitutive input that has a 

positive effect on the production process. 
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Netherlands, etc.) while others, especially in Eastern Europe, are now in a developing process 
linked to the more general development of the socio-economic context. Nevertheless, in the 
current era of internationalization, the desire to have a “benchmark” to compare performances 
inevitably implies a cross-country approach. In this context, the research recently carried out 
by Bonaccorsi and Daraio (2007) is based on the Aquameth project and aimed to collect data 
about universities (on the institutional level) in several countries. The authors use data on uni-
versities with the objective of providing evidence of institutions’ strategies as well as of effi-
ciency. The main purpose of this project is to reach a different overview of Europe’s universi-
ties, beyond the comparison among similar socio-economic European countries. Besides sug-
gesting the most efficient universities in some relevant countries, our analysis also provides, 
under some specific hypothesis, robust measures on the assessment of exogenous factors as 
potential drivers of productivity changes.  
The central point of this paper is the application of Data Envelopment Analysis (Charnes et al., 
1978; Farrell, 1957) and Free Disposal Hull (Deprins, Simar and Tulkens, 1984) to estimate 
efficiency scores of DMUs with the support of R program. To make an efficiency analysis, it 
is necessary to define inputs and outputs of the productive process and understand the reason 
behind their choice (see 4 Data Collection). Because of policy reasons (the problem of effi-
ciency is fundamental for public organizations, since they must be accountable for the use of 
public money) as well as data limitations (datasets on private universities have missing infor-
mation), the paper focuses only on public universities. Notwithstanding this the interest in com-
paring public and private universities (even if the proportion of students in public ones is very 
much higher) is still strong and leads to a question: is there a difference between them in terms 
of efficiency? Answering it is left to future research. In this paper, DEA and FDH are used as 
non-parametric tools for an empirical cross-sectional efficiency analysis related to 2013; that 
means that Malmquist indexes used to measure the change of productivity over time are not 
taken into consideration. 
It is important to state that a nonparametric approach for analyzing technical efficiency is pref-
erable in the case of public (or not-for-profit) organizations since it does not require a specifi-
cation of the production function ex-ante. In the case of multiple-input/multiple-output pro-
cesses (i.e. universities as multi-product organizations producing both teaching and research) 
the parametric approach requires the estimate of a system of equations, while DEA and FDH 
models can manage many inputs and outputs simultaneously. There are two different versions 
of these models: input-oriented and output-oriented. In the former, DMUs minimize inputs 
while maintaining the same level of outputs and in the latter, DMUs maximize outputs while 
keeping inputs constant. It is evident that the difference between the two consists of the ability 
of each DMU to control inputs or outputs. After a first estimation, the Bootstrap method of 
Simar and Wilson (1998) is used to evaluate the consistency of the estimates, calculate the bias 
corrected efficiency scores, the standard deviation of the stochastic term, the bias and estimate 
confidence intervals in which scores might range within. Once the final projection of efficient 
and inefficient units is clear and bias corrected, some environmental factors are introduced as 
potential determinants of productivity, in order to evaluate by means of Nonparametric Condi-
tional Frontier Analysis (Daraio and Simar, 2005) their impact on the estimated distance func-
tion and on the variation of inefficient units. 
 

2. Literature Review 
 
Efficiency analysis in higher education has been increasingly discussed in literature over time 
due to the rising interest on universities’ activities: research, funding, the profit they make, and 
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their expenditure are all aspects that the Public Administration has to keep an eye on.   
As Daghbashyan (2011) wrote in “The Economic Efficiency of Swedish Higher Education 
Institutions”, the relevant questions about the Swedish Universities are: “How efficiently does 
the Swedish higher education sector operate?”, “Do Higher Education Institutions operate at 
the same level of efficiency or do they exhibit different economic behavior?”, and “What drives 
the economic efficiency of a Higher Education Institution?” 
As the topics she deals with are common to many countries, there can be a reasonable extension 
of those questions to HEI in the EU. This gives birth to a wide analysis in terms of geographical 
regions taken into consideration, very different from many other studies we took inspiration 
from that focus on a more restricted field (in fact, they treated only the efficiency analysis 
among universities belonging to the same country or to no more than two countries; only some 
recent studies have started to make comparisons among many countries in the same area thanks 
to the leveling of differences among them). Specifically, it can be considered an expansion of 
the work “Comparing Efficiency in a Cross-country Perspective: The case of Italian and Span-
ish State Universities” written by Agasisti and Peréz-Esparrells (2010): as a matter of fact, this 
work uses three of their four inputs (number of students enrolled, number of the academic staff 
and available financial resources) and one of their outputs (the number of graduated students). 
Some of the most relevant difficulties of this approach are data collection and data mining 
(described in sections 4 and 5). Issues about the definition and availability of data and existence 
of outliers well described by Klumpp (2012) in his paper on “European Universities Efficiency 
Benchamarking” will be stated during the analysis together with measures taken to solve them 
(there will be an evaluation deeper than Klumpp’s). 
On one hand a general overview of literature gave a help to define the framework of the anal-
ysis, but on the other hand it also revealed that there is not an unambiguous method to evaluate 
the efficiency of Higher Education institutions. 
The final part of the work is composed by an implementation inspired by Wolszczak-Derlacz 
and Parteka (2011) paper “Efficiency of European public higher education institutions: a two-
stage multicountry approach” (that considers only seven countries) with an estimation of the 
influence of some external factors (number of women, GDP and foundation year) on the pre-
viously defined efficiency scores. 
 

3. Data Collection 
 
The first step of the analysis was to find a useful trustworthy dataset. After consulting many 
European and international web pages which provide data concerning high level education, 
Eter’s site (eter-project.com/search/filtered) was chosen as the main source.  
As 2013 was the most recent period of time for which data were provided, it was chosen as the 
reference year. The research was made by inserting input and output variables. 
The list below provides some of them firstly taken into consideration, but then left aside for 
different reasons: 

- Publications (and researches): this output was excluded because the values were binary 
and that was not useful for the analysis; researches on Internet shed light on the lack 
of information about the number of publications (and researches) of universities and 
of a specific database about them 

- Rational indices such as Academic staff/total staff, Full professors/academic staff, 
Core budget/total budget: they were excluded because their use would have led to mis-
leading results since using fractions influences negatively the implementation of the R 
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program; notwithstanding this after the conditional analysis, the work concentrates on 
an efficiency analysis with a rational input under some assumptions.  

- Capital Expenditure (CAPEX): it was replaced by Total Current Expenditure because 
the latter is referred to 2013 only while the former to a more extended period. 

- Total Number of Full Professors: it was replaced by Total Academic Staff because this 
one is more general and includes people filling different posts (professional and non-
professionals) inside a university. 

After elaborating many remarks and evaluations, the final variables taken as inputs, outputs 
and external factors are the following: 
 
Inputs 

1. Students enrolled at ISCED1 6-7-8: undergraduate (ISCED 6) and graduate (ISCED 
7) students and students in Ph.D. programs (ISCED 8) which are enrolled in each 
university. 

2. Total current expenditure: the money universities spend for all activities (core and 
non-core ones). 

3. Total academic staff: number of all people working in each university; this input is 
crucial to underline the importance of spending money on staff organization to in-
crease universities’ efficiency in terms of students’ education.  

 
Outputs 

4. Graduated students at ISCED 6-7-8: undergraduate and graduate students who re-
ceived a graduation and Ph.D. students who succeeded in finishing the Ph.D. pro-
gram. 

5. Total current revenues: money each university uses to finance its activities. 
 
External (Environmental) Factors 

6. Foundation year: it gives information about how much experience universities have 
been getting through time. 

7. Academic staff women: number of female people in the academic staff. 
 

In addition to the listed ones, the following variable was taken from Eurostat’s site 
(www.ec.europa.eu/eurostat): 
8. GDP: Gross Domestic Product at level NUTS2; the codes that identify each region 

let the combination between GDP values and universities. 
 
Even if the actual efficiency of a University is generally determined by the number of re-
searches, of full professors with certificates recognized by the nation to which they belong 

 
1 ISCED (International Standard Classification of Education): classification created by UNESCO to facilitate 
comparisons of education statistics and indicators across countries on the basis of uniform and internationally 
agreed definitions. In 2011, a revision to ISCED was formally adopted by UNESCO Member States. The product 
of extensive international and regional consultations among education and statistical experts, ISCED 2011 takes 
into account significant changes in education systems worldwide since the last ISCED revision in 1997 (glos-
sary.uis.unesco.org/Education/Pages/international-standard-classification-of-education.aspx). 
 
2 The NUTS classification (Nomenclature of Territorial Units for Statistics) is a hierarchical system for dividing 
up the economic territory of the EU to collect, develop and harmonize European regional statistics, elaborate 
socio-economic analyses of the regions and frame regional policies; NUTS2 classification refers to basic regions 
for the application of regional policies (ec.europa.eu/eurostat/web/nuts/overview). 
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and of students winners of national and international competitions and contests, the fore-
mentioned inputs and outputs were chosen to underline not only the economic but also the 
human aspect of HEIs: as matter of fact, it is important to remember that a University is not 
a firm maximizing its profit, but a wide organization focusing on teaching and research and 
working to forge experts that can add value to society. 
We provide below, in Figure 1, the final variables chosen as inputs and outputs of the pro-
cess. 
 

 
Figure 1. Final input and output variables of the process.  

 

4. Data Mining 
 
At the beginning the intention was to compile an analysis based on the distinction between 
public and private sector in higher education, but since the number of private universities (662 
among completely and partially private) was much lower than that of public ones (1131), there 
was evidence that the study was not going to be reliable. This became the reason to move 
towards something different and focus on comparing efficiencies of public universities belong-
ing to the EU. Given that the initial dataset was composed by data from 1793 DMUs belonging 
to 36 countries (Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Es-
tonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia, Liechten-
stein, Lithuania, Luxembourg, Macedonia, Malta, Montenegro, Netherlands, Norway, Poland, 
Portugal, Romania, Serbia, Slovakia, Slovenia, Spain, Sweden, Switzerland, Turkey, United 
Kingdom) in the European continent, the first step was removing data about HEIs in states not 
members of the EU in 2013. Then, in order to homogenize currencies, the non-Euro ones were 
converted to Euro and Total Current Expenditure and Total Current Revenues adjusted to PPM 
terms (Part Per Million=1/1000000). 
Even if, according to the starting idea, the aim of the analysis was to make a comparison among 
all public universities belonging to countries in the EU, a careful consultation of Eter’s site 
highlighted an issue common to many DMUs, namely the lack of values for some inputs or 
outputs or, even worse, input values equal to zero. As there was no other possible solution, the 
decision was to eliminate those DMUs from the analysis also because otherwise we would have 
violated the first economic axiom: 
 

- NO FREE LUNCH: (𝒙, 𝒚) ∉  𝚿 𝐢𝐟 𝒙 = 𝟎, 𝒚 ≥ 𝟎, 𝒚 ≠ 𝟎 
it states that inactivity is always possible (for example, zero output can be produced by 
any input vector 𝒙 ∈  ℝା

𝓹), but also that it is impossible to produce an output without 
any inputs. 
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Focusing the attention on the figure shown below shed light on the matter of outliers: generated 
through the R program, it provides a classification of DMUs in 12 groups in which there can 
be one or more outliers depending on the threshold value fixed as a discriminant. Fixing the 
value at 0.1 leaves out two outliers. 
 

 
Figure 2. Classification of outliers. 

 
The following matrix helps to define which DMUs they represent: 
 

      [,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8] [,9] [,10] [,11] [,12] 
 [1,]  407   NA   NA   NA   NA   NA   NA   NA   NA    NA    NA    NA 
 [2,]  125  407   NA   NA   NA   NA   NA   NA   NA    NA    NA    NA 
 [3,]  125  172  407   NA   NA   NA   NA   NA   NA    NA    NA    NA 
 [4,]  374  125  172  407   NA   NA   NA   NA   NA    NA    NA    NA 
 [5,]  254  374  125  172  407   NA   NA   NA   NA    NA    NA    NA 
 [6,]   53  254  374  125  172  407   NA   NA   NA    NA    NA    NA 
 [7,]  214   53  254  374  125  172  407   NA   NA    NA    NA    NA 
 [8,]  214   69   53  254  374  125  172  407   NA    NA    NA    NA 
 [9,]  214   69  171   53  254  374  125  172  407    NA    NA    NA 
[10,]  214   11   69  171   53  254  374  125  172   407    NA    NA 
[11,]  214  163   11   69  171   53  254  374  125   172   407    NA 
[12,]  214  157  163   11   69  171   53  254  374   125   172   407 

 
Each row is referred to a group and is composed by its outlier plus the ones in the previous 
group (obviously, the first row/group is composed only by its outlier). A consultation of data 
revealed that DMUs 407 and 125 were the “The Open University” (UK) and “Fernuniversität 
in Hagen” (DE). 
Then, a quick view at the boxplot regarding the number of students enrolled revealed that 
one point was very far from the others and was surely going to strongly influence the results. 
After checking up that it was “The Open University” (UK) (already detected thanks to the 
previous observation), the decision was to eliminate it due to the mentioned reasons and to 
the fact that it is an on-line HEI; this last point would have also led to incomparability with 
other DMUs. 
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Figure 3. The boxplot regarding the number of enrolled students. 

 . 
As for the second outlier (“Fernuniversität in Hagen” (DE)), given that it didn’t significantly 
influence the analysis, the decision was not to remove it. The final version of the dataset in-
cludes data belonging to 457 universities coming from 15 countries: Belgium (BE), Cyprus 
(CY), Czech Republic (CZ), Germany (DE), Denmark (DK), Croatia (HR), Hungary (HU), 
Ireland (IE), Italy (IT), Lithuania (LT), Malta (MT), Portugal (PT), Sweden (SE), Slovakia 
(SK), United Kingdom (UK) (see Figure 4). 
 

 
Figure 4. European Countries with Higher Education Institutions considered in the analysis. 
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5. Analysis 
 
The efficiency analysis branches out following a non-parametric deterministic approach and 
evaluates DEA, FDH, order-m (25, 50, 100) and order-α (α=95%) frontiers to highlight the 
differences among the results. Since the only variables that can be managed are the input ones, 
the framework is input oriented.  
Then follows a bootstrap simulation that opens the path to an assessment of the quality of DEA 
and FDH efficiency scores. 
 

5.1. Non-Parametric Deterministic Models 
 
In both DEA and FDH analyses, non-parametric deterministic models will be used. Here fol-
lows an explanation of reasons behind this choice. 
An initial study on the data revealed that they follow an unknown distribution: as this didn’t 
let turning to a parametric procedure, the decision was basing the analysis on a non-parametric 
model. On one hand this kind of approach ensures robustness and allows working in a multiple-
inputs, multiple-outputs context, but on the other hand its biggest limitation is “the curse of 
dimensionality”; in order to avoid this disadvantage, there has been a careful choice of param-
eters.  
The models are deterministic, because all the observations are inside the production set Ψ. The 
main disadvantage of such an approach is that it includes outliers which can significantly in-
fluence the analysis and generate misleading results; as described in the previous section, the 
most evident outlying DMU was taken out.  
Given that the real frontier Ψ can’t be defined, DEA and FDH approaches try to estimate it and, 
as DEA assumes convexity, the relation linking the three is the following: 
 

Ψ෡ி஽ு  ⊆  Ψ෡஽ா஺  ⊆  Ψ  
 
Taking as inputs all the data about DMUs, the R program generated the estimations of DEA 
and FDH efficiency frontiers shown in the plots presented in Figure 5. The x-axis is defined by 
the combination of inputs, giving each a weight equal to 1 3⁄ , while the y-axis is defined by 
the combination of outputs, giving each a weight equal to 1 2⁄ . 
 

 
 

 
Figure 5. DEA (left) and FDH (right) efficiency frontiers. 

 
According to the FDH analysis there are more than 200 efficient DMUs, but only the ones 
efficient for both DEA and FDH will be mentioned below. As a matter of fact, if one DMU is 
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efficient for the DEA approach, it means that it is also efficient for FDH, but the contrary of 
this statement is not always true: 
 

𝐃𝐌𝐔 ∈  𝚿෡𝑫𝑬𝑨  ⇒  𝐃𝐌𝐔 ∈  𝚿෡𝑭𝑫𝑯 
 

𝐃𝐌𝐔 ∈  𝚿෡𝑭𝑫𝑯  ⇏  𝐃𝐌𝐔 ∈  𝚿෡𝑫𝑬𝑨 
 
Thus the final result is a group of 26 DMUs with DEA and FDH scores equal to 1, as presented 
in Table 1. 
 

Table 1. DMUs with DEA and FDH equals 1. 
ETER ID Institution Name 

DE Staatliche Hochschule für Gestaltung Karlsruhe 
DE Ludwig-Maximilians-Universität München 
DE Hochschule für Politik München 
DE Hochschule für Fernsehen und Film München 
DE Charité - Universitätsmedizin Berlin 
DE Medizinische Hochschule Hannover 
HR Sveucilište u Zagrebu 
HU Budapesti Corvinus Egyetem (BCE) 
HU Liszt Ferenc Zeneművészeti Egyetem (LFZE) 
HU Nemzeti Közszolgálati Egyetem (NKE) 
IE University College Dublin 
IE University College Cork 
IT Università degli Studi di ROMA "La Sapienza" 
LT Šiauliu universitetas 
PT Universidade do Porto 
SK Univerzita J. Selyeho V Komárne 
SK Univerzita Konštantína Filozofa V Nitre 
UK The University of Manchester 
UK Sheffield Hallam University 
UK The University of Warwick 
UK The University of Cambridge 
UK Courtauld Institute of Art 
UK Imperial College of Science, Technology and Medicine 
UK London School of Economics and Political Science 
UK University College London 
UK University of the Highlands and Islands 

 
Besides the mentioned frontier analyses there are also some partial assesses, characterized by 
more robustness because they are less influenced by outliers or by extremes.  
One of them is the order-m frontier: given a DMU (x, y), it is benchmarked against the average 
maximal output reached by m peers randomly drawn from the population of units using less 

input than the level x; if m →  then m = full frontier. 
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Figure 6. Plots of the Order-m frontiers. 
 

Another partial assess is the order-α frontier; α is the percentage of points taken out from the 
analysis; in the current analysis α is equal to 0.95: this means that the benchmarking of the 
performance of a DMU is set against the level of output not exceeded by the 5% of units which 
are producing with a level of inputs lower (or equal) to the DMU’s one; the extreme case of α 
= 1 is the full FDH case. 1 - α represents the probability of being dominated on the input side 
by other DMUs that produce at least the same level of output.  
A list of the DEA and FDH efficiency scores à la Farrell (1957) and à la Shephard (1970) 
together with estimates of scores according to order-m and order-α as well as graphics to better 
understand DEA and FDH analyses are provided in Appendix A. 
 

5.2. Bootstrap Simulation 
 
This DGP (Data Generating Process) simulation approach is used to make inference and an 
assessment of quality of the efficiency estimates. Since the analysis of the main features of 
non-parametric estimators led to conclude that DEA efficiency measures are affected by errors, 
the aim of using bootstrap is comparing efficiency scores obtained with the considered sample 
with others coming from other samples to see if they just belong to the considered sample or if 
they are an estimation of the real efficiency scores. For every university (DMU), the R program 
ran the simulation 2000 times by making a combination of values of inputs and outputs. 
The bootstrap works on DEA Shephard (1970) efficiency scores, but an additional portion of 
code let their transformation into Farrell (1957) scores. Its implementation finally generated 
bias corrected DEA Farrell (1957) scores, biases, calculated as the difference between DEA à 
la Farrell (1957) efficiency scores and the bias corrected ones, standard deviation and upper 
and lower bounds which define a 95% confidence interval.  



 Socioeconomic Analytics, 2023, 1(1), 103-125 
 

 

BOEZI ET AL. (2023) 113 

 
 

The first step was calculating the distance (difference) between bias corrected scores and their 
lower and upper bounds to see if they were inside their confidence intervals: the result was that 
19 of them were lower than their lower bounds and so out-lying from their confidence interval. 
It can be generally supposed regular as the distribution of variables didn’t not follow a Gaussian 
distribution; further observations led to some other conclusions.  
First of all, it has to be mentioned that each of these 19 DMUs had DEA and FDH à la Farrell 
(1957) and à la Shephard (1970) equal to 1 and that the equally efficient remaining 7 DMUs 
(with bias corrected scores inside the confidence interval) had a very short distance between 
bias corrected score and lower bound. Results are reported in Appendix B. 
As the amplitude of a confidence interval reflects the uncertainty about the real value of an 
efficiency score and, since the probability of having a score outside a thin confidence interval 
can be considered higher than the one of having a score outside a large confidence interval, in 
order to have an idea of the condition of data in the current case the width of each interval was 
calculated by making the difference between upper and lower bound. Then, after defining the 
average of widths only for the 19 DMUs with out-lying bias corrected scores, it was used as a 
raw measure to judge if their confidence intervals were large or not: 12 intervals showed to 
have width bigger than the average. 
A reasonable observation that comes from the bootstrap implementation is that even if those 
19 DMUs are efficient according to both DEA and FDH models, the fact that they have bias 
corrected scores outside the confidence interval demonstrates that there is not statistical evi-
dence to say that they are actually efficient.  
The consistency is a property according to which an estimator θ’(୶,୷) will converge in proba-

bility to its real (unknown) parameter measure θ(୶,୷), as the sample size increases (or along 

the time when panel data are regarded). The way to demonstrate the convergence is by proving 
that the expected value of the squared stochastic bias goes to zero as the sample size (n) tends 
to infinity (E(θ’(୶,୷) − θ(୶,୷), )² ≈  0 | n → ∞). When the bootstrap routine is applied to an 

increasing subdivision sets of DMUs, the expected squared bias decreases and this supports the 
arguments of efficiency consist estimators. 
As a conclusion, something to remark is that the bootstrap works on an automatic procedure 
that considers the information available for the estimation of every efficiency score. The length 
of the confidence interval and so the uncertainty depends on how many sample points deter-
mine the DEA frontier above an analyzed DMU: if they are in a big number the precision can 
be good (thin confidence interval) while if they are very few there is a lack of precision (large 
confidence interval) caused by not knowing the real position of the refence frontier. 
An analysis of the DEA frontier figure led us to practically verify the trueness of this statement. 
In fact, all the DMUs very close to or lying on the frontier (Università degli Studi di ROMA 
"La Sapienza" (IT), The University of Manchester (UK), London School of Economics and 
Political Science (UK), Nemzeti Közszolgálati Egyetem (NKE) (HU), Sheffield Hallam Uni-
versity (UK), Università degli Studi di BOLOGNA (IT)) demonstrate to have large confidence 
intervals (when ordering DMUs for decreasing confidence interval width, they appear among 
the first 32) while the ones having many other DMUs around have thin confidence intervals. 
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Figure 7. DEA efficiency frontier. 

 

6. Conditional Analysis 
 
Environmental factors that are beyond the control of universities’ management might present 
a significant impact on the performance of students and faculty of some units in relation to 
others, which case decreases the contribution that an efficiency analysis has on social prospects. 
If top-ranked universities are considered as benchmarks of productivity due external variables 
instead of the institutions’ internal capacity to optimize the production of knowledge, then the 
assessment does not imply a fair judgment on inefficient units, able to reduce input usage or 
expand positive results and on the efficient units under influence of exogenous factors that 
project the technology frontier beyond what should measure the overall efficiency; furthermore 
a comparison among those different universities’ is far from an accurate representation of re-
ality. For this reason, after the first analysis, some potential determinants of the productivity of 
European higher education institutions are taken into account.  
The methodology to evaluate the influence of (potential) exogenous determinants of higher 
education productivity on units’ efficiency conducted in this work follows Daraio and Simar 
(2007a) Conditional Nonparametric Frontier analysis, which does not use neither parametric 
assumptions nor separability conditions (Nepomuceno et al. 2022). The routine of their meth-
odology was implemented in R-package with the support of the libraries FEAR, Benchmarking 
and Frontiles. The procedure of conditional frontier measures in the input-oriented case is to 
decompose nonparametric joint distribution Hଡ଼,ଢ଼(x, y) = Prob(X ≤ x, Y ≥ y), read as the 

probability for a specific DMU operating at the level of resources (x, y) to be weakly domi-
nated, into a cumulative distribution of the operating input x in terms of y and z, and a survivor 
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function of y related to the environmental factor z; this means that the joint distribution condi-
tional to Z external factors can be rewritten as: 
 

𝐻௑,௒|௓(𝑥, 𝑦) = 𝐹௑|௒,௓(𝑥|𝑦, 𝑧) 𝑆௒|௓(𝑦|𝑧)  

 
Where: 
 
𝐹௑|௒,௓(𝑥|𝑦, 𝑧) = 𝑃𝑟𝑜𝑏(𝑋 ≤ 𝑥, 𝑌 ≥ 𝑦, 𝑍 = 𝑧) is the conditional distribution of 𝑥 in terms of 

y and z;  
 
𝑆௒|௓(𝑦|𝑧) =  𝑃𝑟𝑜𝑏(𝑋 ≤ 𝑥, 𝑌 ≥ 𝑦, 𝑍 = 𝑧) is the survivor function of y conditioned to exter-

nal factor z, for all 𝑦 such that 𝑆௒|௓(𝑦|𝑧) > 0 (strictly positive). 

 
The equality 𝑍 = 𝑧 in the pairwise comparison of university units demands smoothing tech-
niques and Kernel estimations based on appropriate bandwidth sizes. The choice of the band-
width parameter is the most crucial issue to project nonparametric kernel estimations due its 
sensitiveness propensity to under or over smooth the shape of the probability density function. 
The applied method of bandwidth selection required a very long computational time3. To over-
come this problem, we turned to a less accurate method.  
We considered the Women Proportion in the Academic Staff (WP), the Foundation Year (FY) 
and GDP at level NUTS 2 for each country, as potential exogenous factors that might impact 
the production frontier of knowledge and efficiency scores of universities in the higher educa-

tion assessment. The plots in figure 8 Represent scatter plots of the ratio 𝑄௭ =  ఏ೙෢ (௫,௬|௭)
ఏ೙෢ (௫,௬)

 de-

composed on Z environmental (potential) determinants of HEIs’ productivity. A decreasing 
regression line means that the considered external factor is favourable to efficiency improve-
ment and can be allocated as a potential substitute that might spare production resources, while 
an increasing regression line means that the considered exogenous factor is unfavourable to 
efficiency.  

 

  

 
3 It led the package to more than 30 hours of exhaustive computation with no results at sign
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Figure 8. Efficiency measure plot conditioned to WP (left plot); Efficiency measure plot con-

ditioned to GDP (right plot); Efficiency measure plots conditioned to FY (lower plot). 
 

The results suggest that the number of women in the total academic staff and the GDP have a 
positive impact on the computation of efficiency measures and in the projection of the technol-
ogy frontier, while the foundation year (a proxy for the economies of scale a university might 
present along the years) does not present a significant influence on the efficiency of European 
HEIs. The next section approaches the methodology to consider the ratio of women, which is 
the most significant determinant in the first efficiency analysis as a resource and remarks the 
changes and prospects that outcome from this inclusion. 
 

6.1. Bootstrap Simulation 
 
Data Envelopment Models fails to propose a consistent efficiency evaluation when one or more 
managerial resources are directly accessed as ratio data because if the violation of the convexity 
assumption on the projection of the technology frontier. In conventional CRS and VRS produc-
tivity models, ratio measures generate an incoherent production aggregation function as they 
have different denominators on different decision units.  
The conditional frontier evaluation suggests the inclusion of the external factor “number of 
women in total academic staff” as a potential resource favourable to a positive impact on effi-
ciency measure, since it is prone to save inputs as substitute or increase outputs as complemen-
tary in the production process (Daraio and Simar, 2007b). This exogenous factor in the current 

dataset assumes the ratio of 𝑥,௝ =  
ே,ೕ

஽,ೕ
, where 𝑁,௝ refers to the volume of women as faculty 

members of university j, and 𝐷,௝ regards the total number of faculty members and professors. 

To include this exogenous variable as an input to project the production frontier of higher ed-
ucation in Europe, we applied a procedure in which the optimal solution is reachable by placing 
both the numerator and denominator of the ratio resource as additional constraints. For this 
reason, women are considered as a substantive input of the total academic staff in order to 
evaluate how their contribution impact the efficiency of universities in terms of spared re-
sources or produced knowledge.  
67 universities are regarded as efficient units after this inclusion, an addition of 41 institutions 
compared to 26 in the first assessment: 11 in United Kingdom, 4 in Italy, 4 in Slovakia, 2 in 
Croatia, 2 in Czech Republic, 1 in Denmark, 27 in Germany, 7 in Hungary, 5 in Lithuania, 1 
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in Malta, 1 in Portugal, 1 in Sweden and 1 in Belgium. Figures 9 and 10 represent new frontier 
projections of the technologies assessed with the inclusion of the women proportion in aca-
demic staff as an additional resource. 
 

 
Figure 9. DEA women-inputted frontier projection. 

         
Figure 10. FDH women-inputted frontier projection. 

 

7. Conclusions 
 
The aim of this paper is to analyze the efficiency of the universities that belong to the European 
Union. In order to so, the starting point has been studying Performance and Efficiency Analysis 
course syllabus and notes written during lessons; in addition to this the consultation of paper, 
essays and articles on Internet helped defining the main framework in which the analysis has 
been set in terms of choice of inputs, outputs and external variables. 
The work concerns an evaluation of efficiency scores of HEIs at European level: the underlying 
idea is considering crucial to have a European benchmark in this era of globalization also to 
understand if, for example, there is a relation between a good efficiency score and the richness 
or greatness of the country to which the correspondent university belongs. 
In many situations, there is evidence of the importance of human aspect: universities differ 
from firms because they are more than an economic organization. In fact, their main resources 
are students, both enrolled and graduated, that together with the staff (professionals and non-
professionals) contribute to generate the actual efficiency. 



 Socioeconomic Analytics, 2023, 1(1), 103-125 
 

 

BOEZI ET AL. (2023) 118 

 
 

The analysis branches out starting from the collection of data and their skimming procedure, 
based on properties and assumptions (explained in chapter 4 and 5) related to a deep under-
standing of the available tools, and then coming to the consideration of the final data belonging 
to 457 DMUs in 15 countries members of the EU. A simple analysis implemented by the R 
program shed light on the issue of their unknown distribution: this led to work in a non-para-
metric framework. 
The efficiency evaluation let the identification of 26 universities efficient according to both 
DEA and FDH models: 6 in Germany, 1 in Croatia, 1 in Italy, 1 in Portugal, 1 in Lithuania, 2 
in Ireland, 2 in Slovakia, 3 in Hungary and 9 in United Kingdom. When making observations 
about these results, another important fact has to be remembered: due to the lack of data, uni-
versities belonging to countries traditionally considered as having good educational policies 
(such as France and Finland) were taken out. It can be reasonable to suppose that their existence 
in the dataset would have influenced the definition of the efficiency frontier. 
Notwithstanding this, the results obtained through the analysis described in this paper can be 
considered reliable: in fact, it is evident how powerful and well-off countries (Germany and 
United Kingdom) have bigger numbers of efficient DMUs. But in addition to this first judge-
ment, a wider observation paves the way for a reflection on the fact that the 26 DMUs are more 
or less homogeneously distributed among some European countries: this means that even if 
Europe is a big continent in which reside various languages, cultures and regions with different 
wealth conditions, it has the common focus of increasing the educational level in order to pro-
vide society with capable and qualified people able to build a better future. This is the demon-
stration that Europe believes in Education. 
The bootstrap analysis made on the previously defined efficiency scores, showed that the 26 
efficient DMUs had bias corrected scores out from confidence intervals (19) or very close to 
lower bounds (7). That means that even if those 19 DMUs are efficient according to both DEA 
and FDH models, the fact that they have bias corrected scores outside their confidence intervals 
demonstrates that there is not statistical evidence to say that they are actually efficient. 
The last part consists of the conditional analysis, elaborated to go deep into efficiency evalua-
tion and see the influence of external factors on it. Thus, foundation year, the number of women 
in total academic staff and GDP (at level NUTS2) were added to the analysis and the result 
was that GDP and the number of women in total academic staff affected efficiency scores. 
As mentioned in this work, there is a general lack of information about the role of women in 
high education institutions: this was the reason for a second implementation of the non-para-
metric deterministic model considering the number of women as an input and total academic 
staff as an output, in addition to the existing inputs and outputs. The results showed that 67 
DMUs (11 in United Kingdom, 4 in Slovakia, 1 in Belgium, 2 in Croatia, 2 in Czech Repub-
lic, 1 in Denmark, 27 in Germany, 7 in Hungary, 4 in Italy, 5 in Lithuania, 1 in Malta, 1 in 
Portugal and 1 in Sweden), many more than the 26 of the first analysis, were efficient: it is 
evident how women are a key resource contributing to HEIs’ efficiency. 
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Appendix A 
 
Tables with the results of the non-parametric deterministic models DEA, FDH, order-m, order-
α. 
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Appendix B 
 
DMUs with Bias Corrected scores outside the Confidence Interval: 
 

 
 
Remaining 7 efficient DMUs: 
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