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Abstract 
 

This paper presents a brain tumor segmentation system for 

MRI images using Convolutional Neural Networks (CNNs). 

The goal is to assist in automated medical analysis by 

providing accurate segmentations of tumor areas to support 

diagnosis and treatment planning. The CNN model was 

trained on MRI images and accurately detected tumor 

boundaries. The proposed approach utilizes transfer learning 

to optimize the model’s performance on high-resolution 

images, reducing processing time. The system stands out for 

its efficiency in segmenting tumors of various sizes and 

shapes, offering a promising tool for clinical neuroscience. 
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1. Introduction 

Segmentation of brain tumors in magnetic resonance imaging (MRI) is a crucial step in 

diagnosis and therapeutic planning, playing a crucial role in detecting tumor areas. However, 

this challenge is accentuated by the vast variation in the shape, size, and location of tumors, as 

well as the complexity of the images produced. Usually, this evaluation requires the 

participation of specialists, being a laborious and error-prone procedure. 

Advances in artificial intelligence, particularly deep learning, have transformed the 

segmentation of medical images. Models such as YOLOv11 (You Only Look Once, version 

11) are notable for their ability to identify objects accurately and quickly, even in complex 

situations. This study describes a brain tumor segmentation method that uses YOLO, improved 

through transfer learning methods to handle high-definition images effectively. 

The central purpose of this research is to create an accurate and fast instrument that helps 

health professionals detect brain tumors, improving diagnosis and assisting in treatment 

planning. The goal of the proposal is to shorten the duration of manual analysis, improve the 

consistency of results, and possibly improve clinical outcomes. 

2. Material and Methods 

For the development of the brain tumor segmentation model, we used the Ultralytics 

framework, built on PyTorch. This library was chosen for its flexibility and adaptability to pre-

trained models, such as YOLO (Redmon, 2015), ResNet (He, 2016), DDRNet (Hong, 2021), 

among others. Ultralytics allows for simplified hyperparameter configurations and offers broad 

compatibility with other libraries, facilitating integration and making the configuration process 

more straightforward and efficient. The application of methods such as transfer learning is 

frequent in detection and segmentation models, as highlighted by (da Silva, 2017) in his 

research on trait optimization and model choice. Its effectiveness in accelerating training and 

improving performance is widely recognized. 

We chose the YOLOv11 model due to its high performance in object detection and its 

processing speed, fundamental characteristics to achieve accurate and efficient segmentation. 

In addition, models such as U-Net, widely used in medical image segmentation (Ronneberger, 

Fischer, & Brox, 2015), have also demonstrated great effectiveness in similar tasks, although 

YOLOv11 stood out for its speed and real-time accuracy. Figure 1 presents an image of the 

architecture of YOLO, highlighting its structure and key components. The system was trained 

in a local environment, using a Ryzen 7 5700U processor with 32GB of RAM, which ensured 

the ability to handle large volumes of data and process high-resolution images.  

To optimize performance, we employ a pre-trained model, applying transfer learning to 

speed up the process and reduce image processing time. This approach is widely used in 

detection networks, as discussed by (Silva and Candido, 2016) in their methodology for 

knowledge extraction in computer networks, which emphasizes the importance of integrating 

advanced technologies to optimize the use of neural networks in complex contexts such as 

medical diagnosis. 
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𝑇𝑃+𝐹𝑁 

 

 

Figure 1. Detection network architecture with 24 convolutional layers and 2 connected. 

 

The dataset (Brain MRI Tumor Segmentation Dataset open Source Dataset, 2024), consisting 

of 1,937 images, was divided into three subsets: 70% for training, 20% for validation, and 10% 

for testing. This division ensured a robust evaluation of the model, allowing the analysis of its 

generalization capacity. The yield analysis of this model was done based on common metrics in 

the field of object detection, providing a complete perspective of its predictive capacity and the 

overall quality of the predictions (da Silva, 2017). 

The main performance metrics used include Accuracy in equation (1), which measures the 

proportion of correct predictions in relation to the total samples analyzed; the Recall in 

equation (2), which evaluates the proportion of correct detections in relation to the total number 

of real objects present; Precision in equation (3), which measures the proportion of correct 

detections in relation to the total number of detections performed; and the F1-score in equation 

(4), which represents the harmonic mean between Accuracy and Recall. Together, these metrics 

provide a comprehensive assessment of the model's performance, balancing the ability to 

correctly detect objects, the quality of detections performed, and the overall percentage of hits. 

 𝑇𝑃 + 𝑇𝑁  

                                                                                     𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁                                                                           (1) 

● TP: True Positive. 

○ Tumors correctly detected by the model. Represents cases where the model 

marked an area as a tumor and this prediction was correct. 

● TN: True Negative. 

○ Areas correctly identified as non-tumor. It represents the cases in which the 

model indicated the absence of a tumor in an area, and this was correct. 

● FP: False Positive. 

○ Incorrect tumor detections. Represents the cases where the model marked an 

area as a tumor, but there was actually no tumor. 

● FN: False Negative. 

○ Tumors not detected by the model. Represents cases in which the model 

could not identify the presence of a tumor that actually existed. 

                                         𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃                                        (2) 

 

 

● TP: True Positive. 

𝐴𝑐c𝑢𝑟acy 
= 
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𝑇𝑃+𝐹𝑃 

○ Same concept used in Accuracy. 

 

● FN: False Negative. 

○ Same concept used in Accuracy. 

 

Precision =     𝑇𝑃             

                   (3) 

● TP: True Positive. 

○ Same concept used in Accuracy. 
 

 

● FP: False Positive. 

○ Same concept used in Accuracy. 

 𝑃𝑟𝑒𝑐𝑖𝑠ion . 𝑅𝑒𝑐𝑎𝑙𝑙  

𝑃𝑟𝑒𝑐𝑖𝑠ion + 𝑅𝑒𝑐𝑎𝑙𝑙                       (4) 

3. Results and Discussion 

The total training time was 24 hours, using the settings detailed in the Materials and Methods 

section. The model was trained for 100 epochs, and the 35th epoch presented the best results, as 

highlighted in Table 1. These results demonstrate the efficacy and potential of the brain tumor 

segmentation system, evidencing its ability to generate accurate and high-quality 

segmentations. 

The detailed evaluation of the model is presented by Figure 2, which shows the confusion 

matrix generated during the tests. The model correctly identified 121 tumors (True Positives - 

TP), with only 2 cases of tumors not detected (False Negatives - FN). In addition, no False 

Positives (FP) were recorded, while 70 regions were correctly classified as healthy areas (True 

Negatives - TN). 

The accuracy, recall, and F1 score values presented in Table 1 reinforce the high 

performance of the model: 

Table 1. Model performance metrics for brain tumor segmentation, including accuracy, recall, 

and F1 Score for masks and bounding boxes. 

 

Metrics Description Value 

Accuracy Measures the ratio of correct predictions to total samples. 98% 

Precision Accuracy of predictions in the segmentation mask. 98% 

Recall Ability to correctly identify segmentations. 100% 

F1 Score Harmonic average between precision and recall. 99% 

 

 

 

 

 

𝐹1 = 2. 
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Figure 2. Confusion matrix generated during brain tumor segmentation model evaluation. 

 

These results highlight the robustness of the model, with high performance in the main 

metrics evaluated. The combination of high accuracy and recall indicates that the system is able 

to reliably identify and target tumor areas on MRI images. To illustrate the effectiveness of the 

model, Figures 3, 4 and 5 present two brain magnetic resonance images: The original and the 

one processed by the system, highlighting the segmentation of the tumor region. This 

visualization reinforces the model's potential for practical application in medical diagnostics, 

contributing to clinical aid and decision-making. 

 

Figure 3. Tumor Detection and Segmentation with Bounding Box. 

Figure 3 shows the detection of the brain tumor performed by the system, with the bounding 

box highlighting the area identified as tumor. On the left, the original magnetic resonance 

imaging is presented, while on the right, the image processed by the system displays the 

bounding box over the tumor region, with the segmentation of the tumor area visible at the 

back of the skull. Segmentation is performed precisely, clearly separating the tumor region 

from the healthy part of the brain tissue. This visualization highlights the effectiveness of the 

model in identifying and highlighting tumor areas on the image. 

Confusion Matrix - Major Class: Tumor 

Tumor 

Tumor 

No Tumor 

No Tumor 
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Figure 4. Segmentation without Bounding Box - Lateral View of the Skull. 

 

In Figure 4, the bounding box has been removed, showing only the segmentation of the brain 

tumor. On the left, the original image and, on the right, the image processed by the system, 

highlighting the lateral region of the skull and offering a clearer visualization of the tumor 

segmentation, without distractions. 
 

Figure 5. Segmentation without Bounding Box - Top View of the Skull. 

 

Figure 5 also shows the segmentation of the brain tumor, but now visualized from the 

superior perspective of the skull. As in the previous figures, on the left we see the original and, 

on the right, the processed image, with the tumor segmentation clearly highlighted in the brain 

region. Removing the bounding box and changing perspective provides a detailed and accurate 

view of the location and extent of the tumor in the upper part of the skull. This visualization 

offers a more detailed assessment of segmentation across different anatomical perspectives of 

the brain. 

 

4. Conclusion 

The identification of brain tumors on magnetic resonance imaging using convolutional 

neural networks (CNNs) has been shown to be a highly effective strategy to support diagnosis 

and treatment planning. The developed model, based on the YOLOv11 architecture and 

optimized by transfer learning, obtained excellent results in the metrics of Accuracy, Precision, 

Recall, and F1-Score, both for the segmentation of the masks and for the identification of tumor 

regions. The experimental results indicate that the system is able to identify and segment tumor 

regions with high precision, positioning itself as a promising tool for the automated analysis of 

medical images. The high performance of the model, together with the significant reduction in 

processing time, makes this approach advantageous for clinical use, allowing faster and more 

accurate diagnoses of brain tumors. However, to further optimize the results, future studies may 
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explore expanding the dataset and fine-tuning the model parameters to improve generalization 

to different tumor types. Such advances can further strengthen the application of this 

technology in clinical scenarios, offering a robust and reliable tool for healthcare professionals. 
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